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ABSTRACT 
 

The present paper deals with the study of mathematical and graphical study of mean queue length 
of the system. The Queuing system has four servers for the service of customers. A customer, after getting 
service from first server goes to second or third or fourth server for service depending upon the need of 
service. She/he is allowed to revisit but not more than once. The arrival and service pattern are assumed to 
follow the Poisson process. The Mean Queue Length of the system has been calculated by solving the 
steady state equations by using the generating function technique. 
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Introduction 

 The literature on queuing theory offers many reports of extensive effort. Many scholars have 
examined queuing models with different service types, multiclass services, or multi-servers, including [1, 
3, 4, 6, 14]. Additionally, it's possible that a customer will need to repeatedly join several service lines 
before a server completes their task to their satisfaction. These circumstances, which can be seen in 
manufacturing, healthcare, and other settings, gave rise to feedback in queuing systems and, as a result, 
enhanced the literature on queuing theory by introducing the idea of researching queuing systems with 
feedback [2, 5, 7–13, 15]. A hierarchical feedback queuing approach with three servers was also covered 
by Kumar and Taneja [12]. Kamal et al. [16] worked on the feedback queueing model with four servers, 
one linked centrally with the other three servers having revisit atmost once but did not discussed the 
variations in the mean queue length with respect to the other parameters. For this reason, this article is 
being written. The present paper deals with the study of increase/ decrease of the mean queue length 
with respect to different queueing parameters. 

Notation 

:  mean arrival rate at 1st server (S₁) 

μ1:  mean service rate of 1st server (S₁) 

2:  mean service rate of 2ndserver. 

3:   mean service rate of 3rd server. 

4:   mean service rate of 4th server 

a1: the probability of customer leaving1stserver 1sttime. 

a2:   the probability of customer leaving1stserver 2nd time. 
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b1:   the probability of customer leaving 2nd server 1sttime. 

b2:   the probability of customer leaving 2ndserver 2nd time. 

C1 = c1:   the probability of customer leaving 3rd server 1st  time. 

C2 = c2:   the probability of customer leaving 3rdserver 2nd time. 

d1:  the probability of customer leaving 4th server 1sttime 

d2:  the probability of customer leaving 4th server 2nd time 

q12:  the probability of customer going from 1st to 2nd server 1st time. 

q12
,:  the probability of customer going from 1st to 2nd server 2nd time. 

q2:  the probability of exit of customer from 2nd server 1st time. 

q23:  the probability of customer going from 2nd to 3rd server 1st time. 

q21:  the probability of customer going from 2nd to 1st server 1st time. 

q,
2:  the probability of exit of customer from 2nd server 2nd time. 

q23
,:  the probability of customer going from 2nd to 3rd server 2nd time. 

q’
21:  the probability of customer going from 2nd to 1st server 2nd time. 

q3:  the probability of exit of customer from 3rd server 1st time. 

q31:  the probability of customer going from 3rd to 1st server 1st time. 

q32:  the probability of customer going from 3rd to 2nd server 1st time. 

q34:  the probability of customer going from 3rd to 4th server 1st time 

q3
,:  the probability of exit of customer from 3rd server 2nd time. 

q’
31:  the probability of customer going from 3rd to 1st server 2nd time. 

q’
32:  the probability of customer going from 3rd to 2nd server 2nd time. 

q’
34:  the probability of customer going from 3rd to 4th server 2nd time. 

q4 :  the probability of exit of customer from 4th server 1st time. 

q’
4:  the probability of exit of customer from 4th server 2nd time. 

q41 :  the probability of exit of customer from 4th to 1st server 1st time. 

q42:  the probability of customer going from 4th to 2nd server 1st time. 

q43:  the probability of customer going from 4th to 3rd server 1st time. 

q’
42:  the probability of customer going from 4th to 2nd server 2nd time. 

q’
43:  the probability of customer going from 4th to 3rd server 2nd time. 

Formulation of the Problem 

The queue network consists of four service channels 1st, 2nd, 3rd and 4th; whereas 2nd, 3rd and 4th 
are linked centrally with the 1st server. It is assumed that customer arrive at 1stserver from outside the 
system according to a Poisson process with mean rate λ and then goes to 2nd, 3rd or 4th servers for 
required services. After getting service at first server 1st time, a customer either moves to the 2nd ,3rd or 
4th server such that q12+q13+q14=1. 

If the customer goes to second server after getting service 1st time from the first server then, 
s/he either quits or moves back to the first server or to the third server or to the 4th server such that 
q2+q21+q23+q24=1.  Similarly, if the customer moves to third server from first server 1st time then s/he 
either exits or revisits to the other servers and hence q3+q31+q32+q34=1. 

From the fourth server, s/he may quit the system or move back to the lower order servers such that 
q4+q41+q42+q43=1. similarly, equations for revisit of the customer to any server can be written here. Let 
𝑄𝑛1,𝑛2,𝑛3,𝑛4 is the probability of having n1, n2, n3, n4 customers at server 1st, 2nd, 3rd and 4th at any time t. 

The steady−state equations for different values of n1, n2, n3, and n4 are given by:  

( + 1 + 2 + 3 + 4) 𝑄𝑛1,𝑛2,𝑛3,𝑛4 =  𝑄𝑛1−1,𝑛2,𝑛3,𝑛4 + 𝜇1(𝑎1𝑞12 + 𝑎2𝑞′12)𝑄𝑛1+1,𝑛2−1,𝑛3,𝑛4  

+1(a14q14 + a2 )'

14q 𝑄𝑛1+1,𝑛2,𝑛3,𝑛4−1 + 1 (a1 q13 + a2 )'

13q 𝑄𝑛1+1,𝑛2,𝑛3−1,𝑛4 

 + 2 (b1 q21) 𝑄𝑛1−1𝑛2+1,𝑛3,𝑛4+ 2(b1 q21 + b2q2) 𝑄𝑛1,𝑛2+1,𝑛3,𝑛4    
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+ 2(b1 q23 + b2 𝑞23
′ )𝑄𝑛1,𝑛2+1,𝑛3−1,𝑛4+ 2(b1 q24 + b2 𝑞24

′ ) 𝑄𝑛1,𝑛2+1,𝑛3,𝑛4−1 

 + 3 (c1 q3 + c2 q3) 𝑄𝑛1,𝑛2,𝑛3+1,𝑛4+ 3c1 q31 𝑄𝑛1−1,𝑛2,𝑛3+1, 𝑛4 

+ (c1 q32 + c2𝑞32
′ ) 3 𝑄𝑛1,𝑛2−1,𝑛3+1,𝑛4+ (c1 q32 + c2 𝑞32

′ ) 3 𝑄𝑛1,𝑛2−1,𝑛3+1,𝑛4 

 + (c1 q34 + c2 𝑞34
′ ) 3 𝑄𝑛1,𝑛2,𝑛3+1,𝑛4+1 + (d1 q4+ d2𝑞4

′ )𝜇4𝑄𝑛1,𝑛2,𝑛3,𝑛4+1 

 + (𝑑1𝑞41)𝜇4𝑄𝑛1−1,𝑛2,𝑛3,𝑛4+1 + (𝑑1𝑞42 + 𝑑2𝑞42
′ )𝜇4𝑄𝑛1,𝑛2−1,𝑛3,𝑛4+1 

)( '

432431 qdqd ++ 𝜇4𝑄𝑛1,𝑛2,𝑛3−1,𝑛4+1                                                          
…(1) 

On solving this equation using generating function technique, we have the function: 

𝐹(𝑋, 𝑌, 𝑍, 𝑅) = 𝑓(𝑋, 𝑌, 𝑍, 𝑅)/𝑔(𝑋, 𝑌, 𝑍, 𝑅)                                                     ………(2) 

where 

𝑓(𝑋, 𝑌, 𝑍, 𝑅) = 𝜇1𝐹0(𝑌, 𝑍, 𝑅) [1 −
1

𝑥
{(𝑎1𝑞12 + 𝑎2𝑞12

′ )𝑦 + (𝑎1𝑞13 + 𝑎2𝑞13
′ )𝑍 + (𝑎1𝑞14 + 𝑎2𝑞14

′ )𝑅}] 

+𝜇2𝐹0(𝑋, 𝑍, 𝑅) [1 −
1

𝑦
{(𝑏1𝑞2 + 𝑏2𝑞′2) + (𝑏1𝑞23 + 𝑏23

′ )𝑍 + (𝑏1𝑞24 + 𝑏2𝑞24
′ )𝑅 + (𝑏1𝑞21)𝑥}] 

+ 𝜇3𝐹0(𝑋, 𝑌, 𝑅) [1 −
1

𝑧
{(𝐶1𝑞3 + 𝐶2𝑞′3) + 𝑦(𝐶1𝑞32 + 𝐶2𝑞32

′ ) + (𝐶1𝑞34 + 𝐶2𝑞34
′ )𝑅 + (𝐶1𝑞31)𝑥}] 

+ 𝜇4𝐹0(𝑋, 𝑌, 𝑍) [1 −
1

𝑅
{(𝑑1𝑞4 + 𝑑2𝑞′4) + 𝑦(𝑑1𝑞42 + 𝑑2𝑞42

′ ) + 𝑍(𝑑1𝑞43 + 𝑑2𝑞43
′ ) + 𝑑1𝑞41𝑥}] 

and 

𝑔(𝑋, 𝑌, 𝑍, 𝑅) = 𝜆(1 − 𝑥) + 𝜇1 [1 −
1

𝑥
{(𝑎1𝑞12 + 𝑎2𝑞12

′ )𝑦 + (𝑎1𝑞13 + 𝑎2𝑞13
′ )𝑍 + (𝑎1𝑞14 + 𝑎2𝑞14

′ )𝑅}] 

 +𝜇2 [1 −
1

𝑦
{(𝑏1𝑞2 + 𝑏2𝑞′2) + (𝑏1𝑞23 + 𝑏23

′ )𝑍 + (𝑏1𝑞24 + 𝑏2𝑞24
′ )𝑅 + (𝑏1𝑞21)𝑥}] 

+ 𝜇3 [1 −
1

𝑍
{(𝐶1𝑞3 + 𝐶2𝑞′3) + (𝐶1𝑞32 + 𝐶2𝑞32

′ ) + (𝐶1𝑞34 + 𝐶2𝑞34
′ )𝑅 + (𝐶1𝑞31)𝑥}] 

+ 𝜇4 [1 −
1

𝑅
{(𝑑1𝑞4 + 𝑑2𝑞′4) + (𝑑1𝑞42 + 𝑑2𝑞42

′ )𝑦 + (𝑑1𝑞43 + 𝑑2𝑞43
′ )𝑍 + 𝑑1𝑞41𝑥}] 

For convenience, let us define: 

F1 = F0(Y, Z, R) 

F2= F0(X, Z, R) 

F3= F0(X, Y, R) 

F4= F0(X, Y, Z) 

For x = y = Z = R = 1 and using the hypothesis/assumption reduces to in determinant form (
0

0
). 

Taking y = z = R = 1 and limit x→1 in (2) we have 

− 𝜆 + 𝜇1 − 𝜇2𝑏1𝑞21 − 𝜇3𝐶1𝑞31 − 𝜇4𝑑1𝑞41 = 𝜇1𝐹1+𝑏1𝑞21𝜇2𝐹2 − 𝐶1𝑞31𝜇3𝐹3 − 𝑑1𝑞41𝜇4𝐹4    (3) 

Now, for x = z = R = 1 and taking y → 1 in (2):  

(Using L’Hospital rule w.r.t y then but x = y = z = R =1) 

−𝜇1(𝑎1𝑞12 + 𝑎2𝑞12
′ ) + 𝜇2 − 𝜇3(𝐶1𝑞32 + 𝐶2𝑞32

′ ) − 𝜇4(𝑑1𝑞42 + 𝑑2𝑞42
′ ) 

= − 𝜇1𝐹1(𝑎1𝑞12 + 𝑎2𝑞12
′ ) + 𝜇2𝐹2 − 𝜇3(𝐶1𝑞32 + 𝐶2𝑞32

′ )𝐹3 − 𝐹4𝜇4(𝑑1𝑞42 + 𝑑2𝑞42
′ )       (4) 

For x = y = R = 1 and taking limit z → 1 in (2) we have: 

 −𝜇2(𝑏1𝑞23 + 𝑏2𝑞23
′ ) − 𝜇1(𝑎1𝑞13 + 𝑎2𝑞13

′ ) + 𝜇3 

 −𝜇4(𝑑1𝑞43 + 𝑑2𝑞43
′ ) = −𝜇1𝐹1(𝑎1𝑞13 + 𝑎2𝑞13

′ ) − 𝜇2𝐹2(𝑏1𝑞23 + 𝑏2𝑞23
′ ) 

+ 𝜇3𝐹3 − 𝜇4𝐹4(𝑑1𝑞43 + 𝑑2𝑞43
′ )      …(5) 

For x = y = Z = 1 and taking limit R → 1 in (2) we have : 

−𝜇1(𝑎1𝑞14 + 𝑎2𝑞14
′ ) − 𝜇2(𝑏2𝑞24 + 𝑏2𝑞24

′ ) − 𝜇3(𝐶1𝑞34 + 𝐶2𝑞34
′ ) + 𝜇4 

= −𝜇1(𝑎1𝑞14 + 𝑎2𝑞14
′ )𝐹1 − 𝜇2(𝑏1𝑞24 + 𝑏2𝑞24

′ )𝐹2− 𝜇3(𝐶1𝑞34 + 𝐶2𝑞34
′ )𝐹3 + 𝜇4𝐹4            …(6)  
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On solving (3), (4), (5) and (6), we have: 

F1= 

𝜇1𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23 − 𝑞23

′ ) − 𝑞13𝑞13
′ 𝑞23 − 𝑞12

′ 𝑞13
′ 𝑞23

′ ) + (−𝑞12
′ 𝑞14

′ − 𝑞13)𝑞21
2 )

+𝜆(𝑞13(𝜇4𝑞23 + 𝑞21
′ )

+𝑞14
′ 𝑞23 + 𝑞12

′ (𝑞23
′ 𝜇4 + 𝑞14

′ 𝑞21
′ ) − 𝑞23

′ ) + 𝜇1(𝑞13(−𝜇4𝑞23 − 𝑞21
′ ) − 𝑞14

′ 𝑞23
+𝑞12

′ (−𝑞23
′ 𝜇4 − 𝑞14

′ 𝑞21
′ )

+𝑞23
′ ) + 𝑞41𝜇1𝑑1(𝑞12(−𝜇4𝑞23 − 𝑞21

′ ) − 𝑞13
′ 𝑞23 + 𝑞21(𝑞12

′ 𝜇4 − 1) − 𝑞12
′ 𝑞13

′ 𝑞21
′ )

+𝑞31𝜇1(𝑞12
(−𝑞23

′ 𝜇4 − 𝑞14
′ 𝑞21

′ ) + 𝑞21(−𝑞13𝜇4 − 𝑞14
′ ) − 𝑞13

′ 𝑞23
′ + 𝑞13𝑞13

′ 𝑞21
′ )𝐶1

𝜇1𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23 − 𝑞′23) − 𝑞13𝑞13

′ 𝑞23 − 𝑞12
′ 𝑞13

′ 𝑞23
′ ) + (−𝑞12

′ 𝑞14
′ − 𝑞13)𝑞21

2 )

+𝜇1(𝑞13(−𝜇4𝑞23
−𝑞21

′ ) − 𝑞14
′ 𝑞23 + 𝑞12

′ (−𝑞23
′ 𝜇4 − 𝑞14

′ 𝑞21
′ ) + 𝑞23

′ )

+𝑞41𝜇1𝑑1(𝑞12(−𝜇4𝑞23 − 𝑞21
′ ) − 𝑞13

′ 𝑞23
+𝑞21(𝑞12

′ 𝜇4 − 1) − 𝑞12
′ 𝑞13

′ 𝑞21
′ ) + 𝑞31𝜇1(𝑞12(−𝑞23

′ 𝜇4 − 𝑞14
′ 𝑞21

′ )

+𝑞21(−𝑞13𝜇4 − 𝑞14
′ )

−𝑞13
′ 𝑞23

′ + 𝑞13𝑞13
′ 𝑞21

′ )𝐶1

 

F2 = 

𝜇2𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23−𝑞23

′ )−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23

′ )+(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21
2 )

+𝜇2(𝑞13(−𝜇4𝑞23−𝑞21
′ )−𝑞14

′ 𝑞23+𝑞12
′ (−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞23
′ )+𝑞23

′ )+𝑞41𝜇2
𝑑1(𝑞12(−𝜇4𝑞23−𝑞21

′ )−𝑞13
′ 𝑞23+𝑞21(𝑞12

′ 𝜇4−1)−𝑞12
′ 𝑞13

′ 𝑞21
′ )+𝜆(𝑞12(𝑞14

′ 𝑞23−𝑞23
′ )

−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23′

′ +(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21)+𝑞31𝜇2(𝑞12(−𝑞23
′ 𝜇4−𝑞14

′ 𝑞21
′ )

+𝑞21(−𝑞13𝜇4−𝑞14
′ )−𝑞13

′ 𝑞23
′ +𝑞13𝑞13

′ 𝑞21
′ )𝐶1

𝜇2𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23−𝑞23

′ )−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23

′ )+(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21
2 )+

𝜇2(𝑞13(−𝜇4𝑞23−𝑞21
′ )−𝑞14

′ 𝑞23+𝑞12
′ (−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞23
′ )+𝑞41𝜇2𝑑1

(𝑞12(−𝜇4𝑞23−𝑞21
′ )−𝑞13

′ 𝑞23+𝑞21(𝑞12
′ 𝜇4−1)−𝑞12

′ 𝑞13
′ 𝑞21

′ )+𝑞31𝜇2
(𝑞12(−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞21(−𝑞13𝜇4−𝑞14
′ )−𝑞13

′ 𝑞23
′ +𝑞13𝑞13

′ 𝑞21
′ )𝐶1

 

F3 = 

𝜇3𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23−𝑞23

′ )−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23

′ )+(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21
2 )

+𝜇3(𝑞13(−𝜇4𝑞23−𝑞21
′ )−𝑞14

′ 𝑞23+𝑞12
′ (−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞23
′ )+𝑞41𝜇3𝑑1

(𝑞12(−𝜇4𝑞23−𝑞21
′ )−𝑞13

′ 𝑞23+𝑞21(𝑞12
′ 𝜇4−1)−𝑞12

′ 𝑞13
′ 𝑞21

′ )+𝑞31𝜇3(𝑞12
(−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞21(−𝑞13𝜇4−𝑞14
′ )−𝑞13

′ 𝑞23
′ +𝑞13𝑞13

′ 𝑞14
′ )𝐶1

+𝜆(𝑞12(−𝑞23
′ 𝜇4−𝑞14

′ 𝑞21
′ )+𝑞21(−𝑞13𝜇4−𝑞14

′ )−𝑞13
′ 𝑞23

′ +𝑞13𝑞13
′ 𝑞21

′ )

𝜇3𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23−𝑞23

′ )−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23

′ )+(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21
2 )

+𝜇3(𝑞13(−𝜇4𝑞23−𝑞21
′ )−𝑞14

′ 𝑞23+𝑞12
′ (−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞23
′ )+𝑞14𝜇3𝑑1

(𝑞12(−𝜇4𝑞23−𝑞21
′ )−𝑞13

′ 𝑞23+𝑞21(𝑞12
′ 𝜇4−1)−𝑞12

′ 𝑞13
′ 𝑞21

′ )+𝑞31𝜇3(𝑞12
(−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞21(−𝑞13𝜇4−𝑞14
′ )−𝑞13

′ 𝑞23
′ +𝑞13𝑞13

′ 𝑞21
′ )𝐶1

 

F4 =1+ 
𝜆(𝑞12(−𝜇4𝑞23−𝑞21

′ )−𝑞13
′ 𝑞23+𝑞21(𝑞12

′ 𝜇4−1)−𝑞12
′ 𝑞13

′ 𝑞21
′ )

𝜇4𝑏1(𝑞21(𝑞12(𝑞14
′ 𝑞23−𝑞23

′ )−𝑞13𝑞13
′ 𝑞23−𝑞12

′ 𝑞13
′ 𝑞23

′ )+(−𝑞12
′ 𝑞14

′ −𝑞13)𝑞21
2 )

+𝜇4(𝑞13(−𝜇4𝑞23−𝑞21
′ )−𝑞14

′ 𝑞23+𝑞12
′ (−𝑞23

′ 𝜇4−𝑞14
′ 𝑞21

′ )+𝑞23
′ )+𝑞14𝜇4𝑑1(𝑞12(−𝜇4𝑞23

−𝑞21
′ )−𝑞13

′ 𝑞23+𝑞21(𝑞12
′ 𝜇4−1)−𝑞12

′ 𝑞13
′ 𝑞21

′ )+𝑞31𝜇4(𝑞12(−𝑞23
′ 𝜇4−𝑞14

′ 𝑞21
′ )

+𝑞21(−𝑞13𝜇4−𝑞14
′ )−𝑞13

′ 𝑞23
′ +𝑞13𝑞13

′ 𝑞21
′ )𝐶1

 

Let Lq1 , Lq2 , Lq3 and Lq4 denote the mean queue length at 1st , 2nd, 3rd and 4th server then we have: 

𝐿𝑞1 =

(
𝜕𝑓

𝜕𝑋
)
(1,1,1,1)

(
𝜕2𝑔

𝜕𝑋2
)
(1,1,1,1)

+ (
𝜕𝑔

𝜕𝑋
)
(1,1,1,1)

(
𝜕2𝑓

𝜕𝑋2
)
(1,1,1,1)

2 [(
𝜕𝑔

𝜕𝑋
)
(1,1,1,1)

]
2  

𝐿𝑞1 =

(𝜇1𝐹1 − 𝑏1𝑞21𝜇2𝐹2 − 𝑐1𝑞31𝜇3𝐹3 − 𝑑1𝑞41𝜇4𝐹4)(−2𝜇1) +
(−𝜆 + 𝜇1 − 𝑏1𝑞21𝜇2 − 𝑐1𝑞31𝜇3 − 𝑑1𝑞41𝜇4)(−2𝜇1𝐹1)

2[−𝜆 + 𝜇1{(𝑎1𝑞12 + 𝑎2𝑞12
′ ) + (𝑎1𝑞13 + 𝑎2𝑞13

′ ) + (𝑎1𝑞14 + 𝑎2𝑞14
′ )} − 𝜇2𝑏1𝑞21

−𝜇3𝑐1𝑞31 − 𝜇4𝑑1𝑞41]
2

 

𝐿𝑞2 =

(
𝜕𝑓

𝜕𝑌
)
(1,1,1,1)

(
𝜕2𝑔

𝜕𝑌2
)
(1,1,1,1)

+ (
𝜕𝑔

𝜕𝑌
)
(1,1,1,1)

(
𝜕2𝑓

𝜕𝑌2
)
(1,1,1,1)

2 [(
𝜕𝑔

𝜕𝑌
)
(1,1,1,1)

]
2  

=

[−𝜇1𝐹1(𝑎1𝑞2+𝑎2𝑞12
′ )+𝜇2𝐹2−𝜇3𝐹3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4𝐹4(𝑑1𝑞42+𝑑2𝑞42
′ )](−2𝜇2)+

[−𝜇1(𝑎1𝑞12+𝑎2𝑞12
′ )+𝜇2−𝜇3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4(𝑑1𝑞42+𝑑2𝑞42
′ )](2−𝜇2𝐹2)

2[−𝜇1(𝑎1𝑞12+𝑎2𝑞12
′ )+𝜇2−𝜇3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4(𝑑1𝑞42+𝑑2𝑞42
′ )]2
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𝐿𝑞3 =

(
𝜕𝑓

𝜕𝑍
)
(1,1,1,1)

(
𝜕2𝑔

𝜕𝑍2
)
(1,1,1,1)

+ (
𝜕𝑔

𝜕𝑍
)
(1,1,1,1)

(
𝜕2𝑓

𝜕𝑍2
)
(1,1,1,1)

2 [(
𝜕𝑔

𝜕𝑍
)
(1,1,1,1)

]
2 𝐿𝑞3

=

[−𝜇1𝐹1(𝑎1𝑞13 + 𝑎2𝑞13
′ ) − 𝜇2𝐹2(𝑏1𝑞23 + 𝑏2𝑞23

′ ) + 𝜇3𝐹3 − 𝜇4𝐹4(𝑑1𝑞43 + 𝑑2𝑞43
′ )](−2𝜇3) +

[−𝜇1(𝑎1𝑞13 + 𝑎2𝑞13
′ ) − 𝜇2(𝑏1𝑞23 + 𝑏2𝑞23

′ ) + 𝜇3 − 𝜇4(𝑑1𝑞43 + 𝑑2𝑞43
′ )](−2𝜇3𝐹3)

2[−𝜇1(𝑎1𝑞13 + 𝑎2𝑞13
′ ) − 𝜇2(𝑏1𝑞23 + 𝑏2𝑞23

′ ) + 𝜇3 − 𝜇4(𝑑1𝑞43 + 𝑑2𝑞43
′ )]2

𝐿𝑞4

=

(
𝜕𝑓

𝜕𝑅
)
(1,1,1,1)

(
𝜕2𝑔

𝜕𝑅2
)
(1,1,1,1)

+ (
𝜕𝑔

𝜕𝑅
)
(1,1,1,1)

(
𝜕2𝑓

𝜕𝑅2
)
(1,1,1,1)

2 [(
𝜕𝑔

𝜕𝑅
)
(1,1,1,1)

]
2  

𝐿𝑞4 =

[−𝜇1𝐹1(𝑎1𝑞14 + 𝑎2𝑞14
′ ) − 𝜇2𝐹2(𝑏1𝑞24 + 𝑏2𝑞24

′ ) − 𝜇3𝐹3(𝑐1𝑞34 + 𝑐2𝑞34
′ ) + 𝜇4𝐹4](−2𝜇4) +

[−𝜇1(𝑎1𝑞14 + 𝑎2𝑞14
′ ) − 𝜇2(𝑏1𝑞24 + 𝑏2𝑞24

′ ) − 𝜇3(𝑐1𝑞34 + 𝑐2𝑞34
′ ) + 𝜇4(−2𝜇4𝐹4)

2[−(𝑎1𝑞14 + 𝑎2𝑞14
′ )𝜇1 − (𝑏1𝑞24 + 𝑏2𝑞24

′ )𝜇2 − (𝑐1𝑞34 + 𝑐2𝑞34
′ )𝜇3 + 𝜇4]

2
 

Let Lq denote the mean queue length of the queueing system. Then we have: 

Lq= Lq1 + Lq2 + Lq3 + Lq4 

Lq = 

(𝜇1𝐹1−𝑏1𝑞21𝜇2𝐹2−𝑐1𝑞31𝜇3𝐹3−𝑑1𝑞41𝜇4𝐹4)(−2𝜇1)+

(−𝜆+𝜇1−𝑏1𝑞21𝜇2−𝑐1𝑞31𝜇3−𝑑1𝑞41𝜇4)(−2𝜇1𝐹1)

2[−𝜆+𝜇1{(𝑎1𝑞12+𝑎2𝑞12
′ )+(𝑎1𝑞13+𝑎2𝑞13

′ )+(𝑎1𝑞14+𝑎2𝑞14
′ )}−𝜇2𝑏1𝑞21

−𝜇3𝑐1𝑞31−𝜇4𝑑1𝑞41]
2

+

[−𝜇1𝐹1(𝑎1𝑞2+𝑎2𝑞12
′ )+𝜇2𝐹2−𝜇3𝐹3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4𝐹4(𝑑1𝑞42+𝑑2𝑞42
′ )](−2𝜇2)+

[−𝜇1(𝑎1𝑞12+𝑎2𝑞12
′ )+𝜇2−𝜇3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4(𝑑1𝑞42+𝑑2𝑞42
′ )](2−𝜇2𝐹2)

2[−𝜇1(𝑎1𝑞12+𝑎2𝑞12
′ )+𝜇2−𝜇3(𝑐1𝑞32+𝑐2𝑞32

′ )−𝜇4(𝑑1𝑞42+𝑑2𝑞42
′ )]2

 

 +

[−𝜇1𝐹1(𝑎1𝑞13+𝑎2𝑞13
’ )−𝜇2𝐹2(𝑏1𝑞23+𝑏2𝑞23

’ )+𝜇3𝐹3−𝜇4𝐹4(𝑑1𝑞43+𝑑2𝑞43
’ )](−2𝜇3)+

[−𝜇1(𝑎1𝑞13+𝑎2𝑞13
’ )−𝜇2(𝑏1𝑞23+𝑏2𝑞23

’ )+𝜇3−𝜇4(𝑑1𝑞43+𝑑2𝑞43
’ )](−2𝜇3𝐹3)

2[−𝜇1(𝑎1𝑞13+𝑎2𝑞13
’ )−𝜇2(𝑏1𝑞23+𝑏2𝑞23

’ )+𝜇3−𝜇4(𝑑1𝑞43+𝑑2𝑞43
’ )]2

+

[−𝜇1𝐹1(𝑎1𝑞14+𝑎2𝑞14
′ )−𝜇2𝐹2(𝑏1𝑞24+𝑏2𝑞24

′ )−𝜇3𝐹3(𝑐1𝑞34+𝑐2𝑞34
′ )+𝜇4𝐹4](−2𝜇4)+

[−𝜇1(𝑎1𝑞14+𝑎2𝑞14
′ )−𝜇2(𝑏1𝑞24+𝑏2𝑞24

′ )−𝜇3(𝑐1𝑞34+𝑐2𝑞34
′ )+𝜇4(−2𝜇4𝐹4)

2[−(𝑎1𝑞14+𝑎2𝑞14
′ )𝜇1−(𝑏1𝑞24+𝑏2𝑞24

′ )𝜇2−(𝑐1𝑞34+𝑐2𝑞34
′ )𝜇3+𝜇4]

2  

Numerical Results and Discussion 

• Behaviour of Mean Queue Length (Lq) of the system with respect to   λ (the mean arrival 
rate) for different values of a1 (the probability of leaving 1st server 1st time) is depicted in 
Table 1 and in Fig.1 keeping the values of other parameters as fixed.  

Table 1 

µ₁=1, µ₂=3,µ₃=5 ,µ₄=0.2,b₁=0.7, b₂=0.3, c₁=0.5, c₂=0.5, d₁=0.8, d₂=0.2,q₁3=0.3, q₁₂=0.2,q14=0.5, 

q₁3'=0.2,q₁₂'=0.1, q₁4'=0.7 q₂=0.1 , q₂₁=0.4, q₂₃=0.3, q₂4 =0.2, q'₂=0.3, q'₂1=0.3, q'₂₃=0.1, q'₂4=0.3, 
q3=0.6, q31=0.2, q32=0.15, q₃₄=0.05, q3

’=0.2, q32
’=0.3,q'₃₄=0.5,q₄=0.7, q₄₁=0.1, q₄₂=0.15, q₄₃=0.05, 

q'₄=0.8, q'₄2=0.15, q'₄3=0.05 

λ a₁=0.6 a₁=0.7 a₁=0.8 

1 22.22261 21.56559 20.91802 

2 39.27666 38.12311 36.98634 

3 52.71691 51.06685 49.44086 

4 62.54338 60.3968 58.2816 

5 68.75606 66.11295 63.50855 

6 71.35494 68.21532 65.1217 

7 70.34004 66.7039 63.12107 

8 65.71135 61.57868 57.50665 

9 57.46887 52.83968 48.27844 
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Fig 1 

Following can be interpreted from Table 1 and Fig. 1: 

▪ Mean queue length Lq of the system increases for λ≤6 and decreases for λ>6 with the 
increase in the probability a1. 

▪ Mean queue length Lq of the system decreases with increase in with the increase in a1. 

• Behaviour of Mean Queue Length (Lq) of the system with respect to µ₁ (the mean service 
rate of the 1st server) for different values of µ2 (the mean service rate of the 2nd server) is 
depicted in Table 2 and in Fig.2 keeping the values of other parameters as fixed.  

Table 2 

λ=1,a1=0.6,a2=0.4,µ₃=5 ,µ₄=0.2,b₁=0.7, b₂=0.3, c₁=0.5, c₂=0.5, d₁=0.8, d₂=0.2,q₁3=0.3, 

q₁₂=0.2,q14=0.5, q₁3'=0.2,q₁₂'=0.1, q₁4'=0.7 q₂=0.1 , q₂₁=0.4, q₂₃=0.3, q₂4 =0.2, q'₂=0.3, q'₂1=0.3, 

q'₂₃=0.1, q'₂4=0.3, q3=0.6, q31=0.2, q32=0.15, q₃₄=0.05, q3
’=0.2, q32

’=0.3,q'₃₄=0.5,q₄=0.7, q₄₁=0.1, 

q₄₂=0.15, q₄₃=0.05, q'₄=0.8, q'₄2=0.15, q'₄3=0.05 

µ₁ µ₂=3 µ₂=4 µ₂=5 

1 22.22261 31.26786 41.19353 

2 43.72358 58.29173 73.86175 

3 66.66512 87.44017 109.2694 

4 94.65527 122.4997 151.3747 

5 130.1196 165.9546 202.6914 

6 175.2683 220.0635 265.4773 

7 232.2263 287.0139 341.8998 

8 303.0525 368.9483 434.0549 

9 389.8128 467.9531 543.9272 
 

 

Fig. 2 
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Following can be interpreted from Table 2 and Fig. 2: 

▪ Mean queue length Lq of the system increases with respect to µ₁. 

▪ Mean queue length Lq of the system increases with respect to µ2. 
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