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ABSTRACT 
 

This is a paper based on different machine learning models and comparison between these 
models to predict weather for certain day of a place   Alipore (station code 42807).Based on analysis of 
big data as well as understanding the trend of output ,we had the objective to predict the probable 
weather . As we get weather from observational data ,basically we get two types of weather ,one type is 
significant weather with weather phenomena like lightning (code 0),drizzle(code 5), rain(code 6), thunder 
storm with rain(code 9) and another type is no such significant weather that means clear weather .For 
analysis ,we created some new dependent variable ‘T’ and considered ‘T’ as ‘1’ for significant weather 
while considered ‘T’ as ‘0’ for clear weather. Ultimately we used different machine learning models to 
predict probable weather for certain day along with comparison of performance rate for all  these  
models. 
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Introduction 

 Prediction of weather event by artificial intelligence and machine learning is a great challenge. In 
this case prediction is based on analysis by various machine learning techniques under supervised 
learning. Starting from analysis by logistic regression method, one by one other machine learning 
supervised learning process executed with the training and testing data to obtain the result of prediction, 
accuracy score, classification report, confusion matrix as well as updating score card each time after 
execution of each technique. Each time we obtained the output value either ‘0’ or ‘1’. In our case, each 
time, execution after each model,we obtained the same result as’0’. 

Literature Review 

 Mainly the study material along with python code compatible with google collaboratory and 
jupyter platform obtained from hands on training of the course ‘advanced certification in data science and 
ai’, offered by ‘CCE CODE IIT MADRAS’, organised by ‘INTELLIPAAT’. Other sources are online 
websites ‘geeks for geeks’, ‘medium’, ‘towards data science’, ‘analytics vidya’, ‘w3 school’ etc. 

Theory and terminology used in this paper based on supervised machine learning technique 

 The theory and technique applied for different models are described herewith. 

 In this paper the prediction on test data set has been done by different machine learning models 
one by one and after execution of each model accuracy and updated score card is obtained to compare 
the efficiency. The theory and technique behind each model is described herewith. 
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Logistic Regression Terminology and Technique  

 

Decision Tree Terminology And Technique 
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Terminology and Technique Associated with Random Forest 

 
 

 
 

 

Random Forest Is Extension Of Bagging Where Selection Of Feature Columns At Each Split Is 
Randomly Choosen  
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The term estimators are number of decision trees used in random forest model, where random 
forest is aggregate of decision for all decision trees with features choosen randomly at each split. 

Theory and Technique of Naïve Bayes 
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Theory and Technique of Support Vector Machine 
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Concept of Xgboost Technique 
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Hyper Parameter Tuning (Grid Search Cv In Random Forest Classifier) 

In this paper, lastly we used hyper parameter tuning in random forest classifier to get more 

accurate result. The hyper parameter used here is “Grid Search CV”. 

RESEARCH GAP  

 This procedure is based on analytical study ,simultaneously by most of machine learning 
models under supervised learning with a comparison between these as well as obtaining updated score 
card ,to observe performance report at each step which is at a time getting output as well as cross 
verification .Generally this is somehow different from conventional machine learning technique by a 
particular suitable model evaluation .Moreover dealing with historical big data also helped to understand 
the trend for prediction of output . 

Research Questions/Hypothesis 

 During building each model, using train-test split formula ,fit the train data and while obtaining 
prediction for test data , we  assumed that the predicted weather will be clear, which is null hypothesis 
.After obtaining result by each model, if we could not prove the alternative, then we could not reject the 
null hypothesis. In this case always we failed to reject the null hypothesis. 

Methods  

• Importing Adequate Machine Learning Libraries under Machine Learning Scikit Learn 

 Imported numpy, panda, seaborn, matplotlib, followed by extraction of big csv data,two csv files 
as obtained for parameters as on TAB2,TAB3 consisting with surface observational data ,collected from 
online data collection platform of IMD PUNE. Merged these two csv files into one with most relevant 
observational data necessary for analysis, then uploaded this file on the content folder of google collab 

and extracted this by python code.  

 

Figure 1:  TAB2,TAB3  
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Figure 2:  Import library and upload csv weather data 

Understanding Data and Feature Engineering  

 Understanding shape of data, merged year, month, date column as well as made the date 
column into date-time format ,checked whether there was any null values or duplicate values to avoid 
bias in output. Deleted null and duplicate records .Encoded a new dependent output variable ‘T’,which 
represented the weather event ,significant as ‘1’ and clear as ‘0’. Dropped the original weather columns. 
Understanding type of data. Listing of columns, Understanding statistics of data, value count of ‘T’ 
variable.   

 

Figure 3:  Understanding shape of data, formatting date field, drop duplicate records 
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Figure 4:  Checking null values 

 

Figure 5: Encoding weather variable by lambda 

 

Figure 6:  Encoding new weather variable ‘T’ by lambda and drop original weather  
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Figure 7:  Filtering new weather variable ‘T’ for significant weather 

 

Figure 8:  List columns 
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Figure 9:  Information of data required for analysis and label encoding 

 

Figure 10:   data describe to understand statistical significance of the data  
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Figure 11:  value count of how many records having significant  weather and how many clear 

IV Method 

 Information value method to find out the score of each object variable and to discard that object 
type variables with iv score less than 0.02. Thus obtained the columns with high scores ,and then these 
subjected to analysis . The range is as follows : less than (<) 0.02 is useless 0.02 to 0.1 weak 
predictors, 0.1 to 0.3 medium predictors, 0.3 to 0.5 strong predictors.0.5 suspicious. In our case we 
after IV analysis ,discarded the column “DD” and ‘A’ where ‘DD’ is wind direction and ‘A’ is amount of low 
cloud in octas. 

.  

Figure 12:   IV method 
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Figure 13:   IV score 

 

Figure 14:   Drop the columns with very low IV scores 

One Hot Encoding Method and Label Encoding and VIF Method 

 Now started method one hot encoding and label encoding to convert the string type variable as 
numeric for compatibility of execution. Then VIF method to remove multi collinearity factor.  
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Figure 15:  One hot encoding 

 

Figure 16:  Label encoding 

 As date and time does not have any role now, already duplicate record have been deleted 
,these columns can be omitted now .VIF process done repeatedly to remove multi collinearity factor with 
dropping of column having highest VIF value after each execution. Ultimately obtained the columns with 
VIF value 6 or less than that.   



142 International Journal of Global Research Innovations & Technology (IJGRIT), October-December, 2024 

 

Figure 17:   Drop date, index, year, month,dt column and VIF method 

Figure 18:  VIF last level score 

Machine Learning Models   

 In this section starting of different machine learning models to predict probable weather with the 
same process of train-test split, fit the model for training set, input value from outside in test data and 
predict output weather for this particular model. 
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Figure 19:  Machine Learning by Logistic Model 

Figure 20:  Input data for testing and prediction as well as check success rate of model 
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Figure 21:  Checking of classification report, confusion matrix 

 

Figure 22:  Score card for logistic regression 
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Figure 23: Update score card for logistic regression, input test data and predict weather for 
logistic regression model 

Same procedure as for logistic model, continued for each model, one by one along with update 
score card for execution of each model. After logistic regression, we started execution by decision tree 
classifier with the same method, input test data, update score card for decision tree and predict weather 
for this model of decision tree classifier. 

Decision Tree Classifier  

 Same procedure as for logistic model, continued for each model, one by one along with update 
score card for execution of each model.  

 

Figure 24:  Import decision tree classifier, fit train data, print classification report, accuracy score 
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Figure 25:  Update score card after execution of decision tree model with input test data and 
predict weather for this model 

Random Forest Classifier 

 

Figure 26: Import Random forest classifier, fit train data, print classification report, accuracy 
score 



Sumana Chatterjee: Weather Prediction using Different Machine Learning Models 147 

Update Score Card By Random Forest Classifier, Input Test Data And Predict Weather After 
Execution Of Random Forest Classifier 

 

Figure 27:  Update score card after execution of Random forest classifier model with input test 
data and predict weather for this model 

After Prediction Probable Weather by Random Forest Model ,Import Model Naïve Bayes 

 

Figure 28: Import Naïve Bayes, fit the train data 
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Find Accuracy Score, Classification Report, Update Score Card with Naïve Bayes 

 

Figure 29: Find accuracy score, classification report with respect to Naïve Bayes 

Input Test Data and Predict Weather by Naïve Bayes 

 

Figure 30: Input test data for prediction on test data for Naïve Bayes as well as print updated 
score card with respect to Naïve Bayes 
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Import support vector machine, find accuracy sore,print classification report ,update score card 
with support vector machine(Svm) 

 

Figure 31: Import Support vector, find accuracy score, classification report and update score card 

Input Test Data and Predict Weather by SVM, Then Import Xgboost Classifier to Start Analysis 

 

Figure 32: Input test data in support vector machine, predict model accuracy, import XGBOOST 
classifier 
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Find Accuracy Score, Classification Report for Xgboost and Update Score Card 

 

Figure 33: Predict model accuracy, print classification report , update score card for SVM 

Hyperparameter Tuning on Random Classifier using Gridsearch CV Hyperparameter 

 

Figure 34: Hyper Parameter tuning using Grid search CV 



Sumana Chatterjee: Weather Prediction using Different Machine Learning Models 151 

Model Fit on Train Data Set, Find Round Off Accuracy of Model, Prediction on Test Data Set 

 

Figure 35: Train data set, print accuracy and prediction on test data on the basis of hyper 
parameter tuning 

Update Score Card for Hyper Parameter Tuning of Random Forest 

 

Figure 36: Predict model with random score with hyper parameter tuning and check score card 

 

Figure 37: Print accuracy score, classification report with random forest hyper tuning 
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Conclusion 

This paper is done by machine learning method with comparison between several supervised 
models. In future other ML techniques such as weather prediction by neural network etc. may be tried 
also. 
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