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ABSTRACT 
 

 This study examines the relationship between artificial intelligence (AI) and research methods, 
emphasising how AI is changing research procedures in several fields. It provides a summary of 
conventional research techniques and looks at how AI technologies either support or contradict 
preexisting paradigms. In addition to discussing ethical issues and outlining potential future possibilities 
for AI-assisted research, the paper offers a framework for incorporating AI tools into both qualitative and 
quantitative research.  
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Introduction 

Scientific studies are conducted using systematic concepts and processes that are provided by 
research methodology. With the rise of artificial intelligence (AI), academics are increasingly 
incorporating intelligent technologies into data collection, analysis, prediction, and visualisation, among 
other stages of the research process. This essay seeks to examine how artificial intelligence (AI) fits into 
contemporary research methods and offer a framework for successful integration. 

• Overview of Research Methodology: Research methodology is the systematic collection of 
steps or tactics used to find, pick, process, and evaluate data. There are two main kinds: 

• Quantitative Methodology: Emphasizes numerical data, statistical analysis, and objectivity. 

• Qualitative Methodology: Focuses on understanding human behaviour, experiences, and 
interpretations. 

Definition and Types of Research Methodology 

Definition 

Research methodology is the methodical, theoretical examination of the approaches used in a 
particular field of research. It consists of the guidelines that control study design, data collecting, analysis, 
and interpretation. The methodology ensures that the study is replicable and scientifically legitimate by 
assisting researchers in choosing the best instruments and approaches to investigate a research subject.  

 To put it simply, methodology refers to the reasoning and philosophical presumptions that 
underpin the instruments and techniques utilised in research, such as surveys, interviews, and statistical 
testing. 

Types of Research Methodology 

Research methodologies are broadly classified into the following categories: 
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Quantitative Methodology 

This approach is centred on measuring data and testing hypotheses with statistical techniques. 
It seeks generalisability, reproducibility, and objectivity and is based on the positivist worldview. 

• Main Characteristics 

▪ Structured instruments like surveys or experiments 

▪ Numerical data analysis 

▪ Use of statistical software and mathematical models 

▪ Deductive reasoning 

• Examples 

▪ Surveys with closed-ended questions 

▪ Laboratory experiments 

▪ Longitudinal studies using statistical analysis 

Qualitative Methodology 

Qualitative research uses non-numerical data to investigate phenomena. With roots in 
constructivist or interpretivist paradigms, it is interpretative and inductive. 

• Main Characteristics 

▪ Open-ended interviews and discussions 

▪ Thematic and content analysis 

▪ Emphasis on context, meaning, and experience 

▪ Flexible, adaptive design 

• Examples 

▪ Comprehensive interviews 

▪ Ethnographic fieldwork 

▪ Prioritise case studies and focus groups. 

▪ groups and case studies 

Mixed Methods 

This methodology offers a more thorough knowledge of a study subject by combining 
quantitative and qualitative methodologies. 

• Main Characteristics 

▪ Triangulation of data sources 

▪ Integration of numeric and narrative data 

▪ Concurrent or sequential study designs 

• Examples 

▪ Surveys followed by focus group interviews 

▪ Statistical trends supplemented by ethnographic insights 

Research Design 

Depending on the goals of the study, a project's design may be exploratory, descriptive, 
explanatory, or experimental. 

Definition 

A research project's strategic framework or plan is known as its research design. It describes 
the methodology for the study, including techniques for gathering, measuring, and analysing data. A well-
structured research design ensures that the evidence obtained addresses the research problem 
effectively and logically. 

 Basically, research design is a strategy that helps researchers get from the research topic to the 
gathering and analysis of data in a logical and cohesive manner. 
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Types of Research Design 

The four main types of research designs are exploratory, descriptive, analytical, and 
experimental. Everyone has a distinct function in research: 

Exploratory Research Design 

• Purpose: to look into an issue that isn't well defined in order to acquire knowledge and 
understanding for more formal, future research. 

• When to Use: Early stages of research when the problem is not well understood. 

• Methods: Literature reviews, expert interviews, focus groups, pilot studies. 

• Result: Development of hypotheses or clarification of concepts. 

Descriptive Research Design 

• Purpose: To describe features of a population or phenomenon being studied. 

• When to Use: When research seeks to answer "what" questions (e.g., what is happening?). 

• Methods: Surveys, observations, case studies, content analysis. 

• Result: A detailed profile or description without determining cause-effect relationships. 

Analytical (or Correlational) Research Design 

• Purpose: To understand relationships between two or more variables without manipulating them. 

• When to Use: When trying to determine patterns or associations. 

• Methods: Statistical correlation, regression analysis, secondary data analysis. 

• Result: Identification of trends and associations; cannot establish causation. 

Experimental Research Design 

• Purpose: To test hypotheses by manipulating variables and measuring their effect on other 
variables. 

• When to Use: To establish cause-effect relationships. 

• Methods: Laboratory experiments, field experiments, controlled trials (e.g., RCTs). 

• Result: Causal inference through control of extraneous variables and use of randomization. 

Main Components of Research Design: 

• Research Problem and Objectives – What is being studied and why. 

• Variables and Hypotheses – Independent, dependent, and controlled variables; formulation of 
testable hypotheses. 

• Sampling Design – Strategy for selecting study subjects or data points. 

• Data Collection Methods – Tools and techniques (e.g., surveys, interviews, observations). 

• Data Analysis Plan – Statistical or qualitative methods to interpret data. 

• Time Frame – Cross-sectional or longitudinal approaches. 

• Ethical Considerations – Informed consent, privacy, risk minimization. 

Artificial Intelligence in Research 

AI techniques such as machine learning (ML), natural language processing (NLP), computer 
vision, and expert systems are increasingly used to automate and enhance various research processes. 

AI Techniques Used in Research 

A vast array of computing methods that allow robots to carry out activities that ordinarily require 
human intellect are together referred to as artificial intelligence (AI). AI techniques are applied in research 
to improve productivity, reveal latent patterns in data, and offer more profound understanding. The most 
popular AI approaches in contemporary research methodology are listed below: 

Machine Learning (ML) 

Definition 

In machine learning, a kind of artificial intelligence, algorithms are trained to recognise patterns 
in data and provide predictions or judgements without explicit task programming. 
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Types 

• Supervised Learning: Algorithms learn from labelled data (e.g., regression, classification). 

• Unsupervised Learning: Finds latent/hidden patterns in unlabelled data (dimensionality 
reduction, grouping, etc.). 

• Reinforcement Learning:learns the best course of action in a given situation by making 
mistakes. 

• Applications in Research: 

• Predictive modelling in healthcare, economics, and environmental science 

• Pattern recognition in large datasets 

• Automated classification of textual or image data 

Natural Language Processing (NLP) 

Definition 

NLP makes it possible for computers to comprehend, interpret, and produce human language. 

Key Functions: 

• Text mining 

• Sentiment analysis 

• Named entity recognition 

• Topic modelling 

• Language translation 

Applications in Research 

• Automating literature reviews 

• Analysing interview transcripts or open-ended survey responses 

• Detecting themes and sentiments in social media data 

Computer Vision 

Definition  

Images, movies, and other visual data may be interpreted and evaluated by machines due to 
computer vision. 

Techniques 

• Image classification 

• Object detection 

• Image segmentation 

• Optical character recognition (OCR) 

Applications in Research: 

• Analysing satellite imagery in environmental studies 

• Reading and digitizing handwritten or printed texts 

• Medical image analysis (e.g., X-rays, MRIs) 

Expert Systems 

Definition 

Expert systems use reasoning skills to a knowledge base to mimic human decision-making. 

Components 

• Knowledge base (facts and rules) 

• Inference engine (logic for applying rules) 

• User interface 
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Applications in Research 

• Decision support systems in clinical research 

• Automated hypothesis evaluation 

• Rule-based simulations in economics or engineering 

Deep Learning 

Definition 

Deep learning is a branch of machine learning that models’ intricate patterns in massive 
datasets using multi-layered neural networks. 

Specializations 

• Convolutional Neural Networks (CNNs) for image data 

• Recurrent Neural Networks (RNNs) for sequential data (e.g., time series, text) 

• Transformers for advanced NLP tasks (e.g., GPT, BERT) 

Applications in Research 

• Advanced language understanding and generation 

• Complex image analysis 

• Speech recognition and synthesis 

Robotic Process Automation (RPA) 

Definition 

RPA involves using AI software robots to automate repetitive and rule-based tasks. 

Applications in Research 

• Automating data entry and cleaning 

• Integrating data from multiple sources 

• Processing large volumes of forms or PDFs 

Knowledge Graphs and Ontologies 

Definition 

These techniques involve structuring and linking information in a way that mimics human 
reasoning and semantic understanding. 

Applications in Research 

• Semantic search and contextual understanding 

• Mapping complex relationships in social science and biomedical domains 

• Enabling interoperability across research databases 

Applications of AI in Research Methodology 

Through process automation, improved analytical skills, and the ability to comprehend massive 
amounts of data, artificial intelligence (AI) is transforming traditional research methodologies. The 
following are some important ways that AI advances and contributes to research methodology: 

Literature Review Automation 

AI Tools Used 

Natural Language Processing (NLP), Text Mining, Semantic Analysis 

Applications 

• Rapid scanning and summarization of academic articles 

• Topic modelling to identify emerging research themes 

• Detection of knowledge gaps in existing literature 
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Benefits 

• Saves time for researchers 

• Increases comprehensiveness and reduces oversight 

• Enables continuous updating of literature databases 

Data Collection 

AI Tools Used 

Chatbots, Web Scrapers, Image Recognition, Voice Assistants 

Applications 

• Automated online surveys and interviews 

• Social media data extraction 

• Image and video capture with object recognition 

• Voice-based data collection (e.g., smart devices in health studies) 

Benefits 

• Scalable data gathering 

• Real-time and remote access 

• Higher participant engagement through conversational interfaces 

Data Preprocessing and Cleaning 

AI Tools Used 

Robotic Process Automation (RPA), Anomaly Detection Algorithms 

Applications 

• Detecting missing or inconsistent data 

• Automatic formatting and standardization 

• Outlier identification and correction 

Benefits 

• Reduces manual workload 

• Improves data quality and analysis accuracy 

Data Analysis and Interpretation 

AI Tools Used  

Machine Learning, Deep Learning, Statistical AI Models 

Applications 

• Predictive analytics and trend forecasting 

• Image and video data classification 

• Pattern recognition in large or complex datasets 

• Sentiment analysis of qualitative data 

Benefits 

• Uncovers hidden relationships and insights 

• Enhances analytical rigor 

• Supports both inductive and deductive approaches 

Hypothesis Generation and Testing 

AI Tools Used 

Knowledge Graphs, Predictive Modelling, Generative AI 
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Applications 

• Suggesting plausible research hypotheses based on data 

• Simulating experiments to test variables 

• Adaptive learning systems that refine hypotheses over time 

Benefits 

• Promotes innovation and creativity 

• Accelerates the scientific discovery process 

Visualization and Reporting 

AI Tools Used 

Data Visualization Algorithms, NLP-based Report Generators 

Applications 

• Dynamic dashboards for real-time insights 

• Automated generation of charts, summaries, and executive reports 

• Visualization of complex networks and relationships (e.g., co-authorship, citations) 

Benefits 

• Enhances clarity and communication 

• Aids in stakeholder understanding and decision-making 

Peer Review and Publication Assistance 

AI Tools Used 

AI Grammar Tools, Plagiarism Checkers, Readability Scorers 

Applications 

• Improving the quality of manuscripts through editing tools 

• Checking citation formats, grammar, and logic 

• Assisting editors in preliminary screening and categorization 

Benefits: 

• Streamlines the publication process 

• Encourages higher academic standards 

Ethical and Bias Monitoring 

AI Tools Used 

Algorithm Auditing Tools, Fairness and Bias Detection Algorithms 

Applications 

• Detecting potential biases in sampling or data interpretation 

• Ensuring compliance with ethical research standards 

• Monitoring AI behaviour in real-time data collection 

Benefits: 

• Promotes responsible research practices 

• Enhances credibility and reproducibility 

Integrated Research Methodology Framework 

AI-Augmented Quantitative Methods  

Definition 

AI-augmented quantitative methods are conventional quantitative research methodologies that 
incorporate artificial intelligence, including machine learning (ML), deep learning, and data mining. 
Beyond what can be accomplished with just traditional statistical techniques, these improvements 
improve data analysis, model accuracy, scalability, and predictive capabilities. 
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Main Features of AI-Augmented Quantitative Methods 

Traditional 
Quantitative Method 

AI-Augmented Enhancement 

Statistical regression Predictive modelling using ML (e.g., random forest, XGBoost) 

Correlation analysis Pattern detection through unsupervised learning (e.g., clustering, PCA) 

Hypothesis testing Bayesian inference with adaptive algorithms 

Time series analysis Deep learning for temporal prediction (e.g., LSTM networks) 

Survey data analysis NLP for open-ended response categorization and sentiment scoring 

Applications and Examples 

Predictive Analytics in Social Science 

• Traditional Approach: Linear regression to understand voting behaviour. 

• AI-Augmented Approach: Voter results are predicted using ensemble learning techniques 
(such as gradient boosting) and extensive demographic, behavioural, and historical data. 

Health Data Analysis 

• Traditional Approach: Logistic regression to predict disease presence based on risk factors. 

• AI-Augmented Approach: Deep neural networks trained on electronic health records (EHRs) 
for early diagnosis and outcome prediction, with improved sensitivity and specificity. 

Financial Forecasting 

• Traditional Approach: Time-series models like ARIMA. 

• AI-Augmented Approach: Long short-term memory (LSTM) models and recurrent neural 
networks (RNNs) are used to anticipate market movements more accurately and adaptively. 

Experimental Data Interpretation 

• Traditional Approach: ANOVA or t-tests for mean comparisons. 

• AI-Augmented Approach: Automated feature selection and model tuning using ML pipelines to 
detect subtle interactions in complex experimental setups. 

Benefits of AI-Augmented Quantitative Methods 

• Improved Accuracy: ML algorithms can model nonlinear relationships better than classical 
techniques. 

• Automation: Reduces manual data preparation and model tuning. 

• Scalability: Handles high-dimensional data and large sample sizes. 

• Adaptability: Continuously improves with new data (e.g., online learning). 

• Deeper Insight: Uncovers hidden patterns that may be missed by traditional statistics. 

Challenges and Considerations 

• Black-Box Models: Some AI algorithms lack transparency; explainable AI (XAI) is essential for 
interpretability. 

• Overfitting: High-capacity models can perform well on training data but poorly on unseen data. 

• Bias in Data: Biased training data can lead to biased predictions, affecting fairness and validity. 

• Skill Requirements: Researchers need interdisciplinary expertise in AI, statistics, and domain 
knowledge. 

AI-Supported Qualitative Analysis 

Definition 

The use of artificial intelligence (AI), specifically Natural Language Processing (NLP), machine 
learning, and pattern recognition, to help interpret non-numerical data, including interview transcripts, 
open-ended survey responses, videos, and social media content, is known as AI-supported qualitative 
analysis. While AI supports human judgement and interpretation, it does not replace it. Instead, it 
improves the speed, consistency, and depth of qualitative analysis. 
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Important Techniques in AI-Supported Qualitative Analysis: 

AI Technique Function in Qualitative Research Example Use Case 

Text Mining Extracts meaningful patterns and 
structures from unstructured text 

Identifying frequently discussed 
themes in focus group transcripts 

Topic Modelling (e.g., 
LDA) 

Discovers latent themes in large 
text corpora 

Uncovering dominant discussion 
areas in social media datasets 

Sentiment Analysis Determines emotional tone 
(positive, negative, neutral) 

Analysing customer feedback or 
interview responses 

Named Entity 
Recognition (NER) 

Identifies names of people, 
organizations, locations, etc. 

Mapping stakeholders or key entities 
from qualitative reports 

Automatic 
Transcription 

Converts audio or video into 
analysable text 

Transcribing interviews, lectures, or 
ethnographic videos 

Emotion Detection Identifies deeper affective states 
like joy, anger, fear 

Understanding emotional nuance in 
personal narratives 

Image/Video 
Annotation 

Labels scenes or interactions for 
visual qualitative data 

Coding behaviour in educational or 
sociological studies 

 

Applications in the Research Cycle 

• Thematic Analysis: AI can help find recurrent themes and sub-themes in vast amounts of 
textual material. 

Example: Automatically grouping student comments into themes such as "teacher feedback," 
"course difficulty," and "grading fairness" using natural language processing (NLP) 

• Grounded Theory Support: In grounded theory research, AI can assist in identifying patterns 
that support open, axial, and selective coding. 

Example: Sorting interview segments into clusters to find new categories and connections 

• Discourse and Narrative Analysis: Artificial intelligence (AI) techniques can help discourse or 
story analysis by analysing phrase structure, tone, and sequencing. 

Example: Analysing political statements' power dynamics using syntactic and semantic analysis 

• Visual and Video Data Analysis: The coding of motions, facial expressions, or behaviours 
recorded in video may be automated with computer vision. 

Example: Automatically labelling footage of treatment sessions with emotional expressions for 
psychological research 

• Social media and Digital Ethnography: AI enables researchers to analyse enormous volumes 
of qualitative data from online discussion boards, Reddit, and Twitter. 

Example: Mining Reddit posts to explore community attitudes toward mental health. 

Advantages of AI in Qualitative Research 

• Scalability: Can process thousands of documents or transcripts that would be infeasible for 
manual analysis. 

• Speed: Accelerates the identification of themes, patterns, and sentiments. 

• Objectivity: Reduces coder bias and increases consistency. 

• Reproducibility: Enables repeatable analysis workflows. 

• Multimodal Capabilities: Supports text, audio, image, and video data. 

Challenges and Limitations 

• Context Sensitivity: AI may struggle to grasp contextual nuance, sarcasm, or cultural 
subtleties. 

• Loss of Depth: Over-reliance on AI could compromise the richness and interpretative power of 
qualitative research. 

• Bias Propagation: AI models can inherit bias from training data, affecting accuracy. 

• Interpretability: Requires human expertise to validate and contextualize AI-generated outputs. 
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Mixed-Methods Research 

Definition 

In order to give a more thorough grasp of a research subject, mixed-approaches research 
integrates both quantitative (numerical) and qualitative (narrative or textual) research methods into a 
single study. Researchers are able to obtain more profound insights by utilising the advantages of both 
paradigms than one approach could provide on its own. 

Goal and Justification 

• Complementarity: To support and enhance quantitative results with qualitative understanding 
(or vice versa). 

• Expansion: To examine several aspects of a phenomena that are best understood through a 
variety of methods. 

• Development: One approach influences the creation of frameworks or tools used in the other. 

• Triangulation: To cross-check findings from two or more sources in order to validate them. 

• Complexity Handling: Perfect for complicated research problems that require several 
perspectives. 

Common Designs in Mixed-Methods Research 

Design Type Description Example 

Convergent 
Parallel 

Quantitative and qualitative data are 
collected simultaneously but analysed 
separately, then merged 

Survey + Interviews conducted at 
the same time 

Explanatory 
Sequential 

Quantitative data is collected and analysed 
first, followed by qualitative data to explain 
the findings 

Experimental study followed by 
focus groups 

Exploratory 
Sequential 

Qualitative data is collected first to explore 
concepts, followed by quantitative analysis 
to test them 

Interviews used to design a survey 

Embedded One method is embedded within the other as 
a smaller component of the overall study 

A small ethnographic case study 
within a large clinical trial 

Multiphase Several phases of mixed-methods studies 
conducted over time 

A multi-year policy study using 
alternating survey and interview 
rounds 

 

Role of AI in Mixed-Methods Research 

AI facilitates effective data integration, analysis, and interpretation in both qualitative and 
quantitative domains, which improves mixed-methods research: 

Data Integration 

• AI Contribution: Machine learning can help link qualitative themes with quantitative variables 
(e.g., clustering narrative responses and correlating them with survey scores). 

Automation of Data Handling 

• AI Contribution: Natural Language Processing (NLP) can automatically code open-ended 
responses or transcribe and annotate interviews to align with numerical data. 

Pattern Recognition 

• AI Contribution: Artificial Intelligence (AI) can identify patterns that may be present in both 
datasets (e.g., recognising sentiment in interview transcripts of survey results). 

Visualization 

• AI Contribution: Effective visual analytics, such as network diagrams and heat maps, may 
demonstrate the connections between quantitative measurements and qualitative themes. 

Iterative Design and Feedback 

• AI Contribution: Real-time adaptation using AI-driven techniques, such as adaptive survey 
design, might suggest further data collecting depending on continuing analysis. 
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Applications Across Disciplines 

• Education: Combining test scores (quantitative) with student interviews (qualitative) to evaluate 
curriculum impact. 

• Healthcare: Linking patient-reported experiences with biometric data to assess treatment 
effectiveness. 

• Marketing: Using customer behaviour analytics (quantitative) along with social media sentiment 
(qualitative) to refine campaigns. 

• Public Policy: Evaluating program success through statistical impact studies and ethnographic 
fieldwork. 

Benefits of Mixed-Methods Research 

• Holistic understanding of complex phenomena 

• Balances the depth of qualitative insights with the generalizability of quantitative results 

• Greater validity through triangulation 

• Facilitates interdisciplinary collaboration 

Challenges and Considerations 

• Requires expertise in both quantitative and qualitative methods 

• Data integration can be complex and time-consuming 

• Risk of methodological imbalance (one method overpowering the other) 

• Ethical considerations when combining personal narrative with statistical tracking. 

Ethical Considerations 

• Bias and Fairness: Biases from training data may be inherited by AI models, producing 
incorrect results. Data sources and model outputs need to be thoroughly assessed by 
researchers. 

• Transparency and Explainability: Research involving "black-box" AI systems needs 
safeguards to guarantee that findings can be replicated and interpreted. 

• Data Privacy: Sensitive information is frequently used in AI-based research. It is crucial to 
guarantee moral data treatment and adherence to laws such as GDPR. 

Challenges & Limitations 

• Technical Expertise: In order to use AI technologies successfully, researchers need to learn 
new skills. 

• Resource Intensive: Access to high-quality data and high computational expenses continue to 
be obstacles. 

• Validation: To guarantee dependability, AI outputs need to be cross-checked using 
conventional techniques. 

Future Directions 

• Creation of tools for domain-specific AI research 

• A deeper integration of AI in the humanities and social sciences 

• AI-powered tools for automated testing and hypothesis generating 

• Frameworks for ethical AI designed for scholarly research 

Conclusion 

A revolutionary change in the creation, verification, and application of knowledge across 
disciplines is represented by the incorporation of Artificial Intelligence (AI) into research technique. AI is 
changing academic research's conceptual underpinnings and instruments, from hypothesis development 
to data analysis, from qualitative coding to extensive experimentation. 

The changing nature of research design in the era of artificial intelligence has been examined in 
this work, which also describes how AI methodologies assist mixed-methods, qualitative, and quantitative 
research. In addition to tackling the crucial issues of interpretability, validation, resource intensity, and 
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ethical governance, it has brought attention to breakthroughs like domain-specific research tools, 
automated experimentation platforms, and AI-assisted hypothesis creation. 

 Importantly, artificial intelligence is enhancing conventional research techniques rather than 
replacing them, opening up new avenues for scale, accuracy, and understanding. In the humanities and 
social sciences, where interpretation and subtlety are crucial, artificial intelligence (AI) offers 
supplementary techniques that can reveal patterns and structures in ways that improve rather than impair 
human judgement.  

But these opportunities also come with big obligations. AI use must be governed by academic 
research-specific ethical standards to guarantee accountability, openness, privacy, and equity. The 
adoption of AI by academia must be accompanied with a dedication to inclusive, multidisciplinary, and 
human-centred innovation. 
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